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Abstract
Fossil single-celled marine organisms known as foraminifera are widely used in oceanographic research. The identification of
species is one of the most common tasks when analyzing ocean samples. One of the primary criteria for species identification
is their morphology. Automatic segmentation of images of foraminifera would aid on the identification task as well as on other
morphological studies. We pose this problem as an edge detection task for which capturing the correct topological structure is
essential. Due to the presence of soft edges and even unclosed segments, state-of-the-art techniques have problems capturing
the correct edge structure. Standard pixel-based loss functions are also sensitive to small deformations and shifts of the edges
penalizing location more heavily than actual structure. Hence, we propose a homology-based detector of local structural
difference between two edge maps with a tolerable deformation. This detector is employed as a new criterion for the training
and design of data-driven approaches that focus on enhancing these structural differences. Our approaches demonstrate
significant improvement on morphological segmentation of foraminifera when considering region-based and topology-based
metrics. Human ranking of the quality of the results by marine researchers also supports these findings.

Keywords Edge detection · Topological structure · Morphological segmentation

1 Introduction

Foraminifera, also known as forams, are ubiquitous ocean
dwelling amoeboid organisms whose shells (typically less
than 1 mm in diameter) are widely used in oceanographic
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and geoscience research. They are common in many modern
and ancient marine environments, and as such have become
invaluable tools for petroleum exploration (Tipsword 1962),
paleoecology (Berggren 1992), biostratigraphy (Kennett and
Srinivasan 1983), paleobiogeography (Berggren 1972), and
paleoclimatology (Rohling and Cooke 1999). One of the
most common tasks associated with forams is the identifi-
cation of species from ocean sediment or rock samples. As
different species live in different environments and at dif-
ferent geologic times, fossil foram species found in samples
are used for determining environmental or climate condi-
tions in the past and the relative ages of sediment layers. A
sample for study can contain thousands of forams, and the
current practice is to have students and scientists identify
the species manually. This is a tedious, time consuming and
error prone process. Therefore, an automatic visual foram
species identification system is desirable. Since foram shell
characteristics, such as aperture location and chamber shape
and arrangement (see Fig. 1a for some examples), are the
primary criteria for species identification (Kennett and Srini-
vasan 1983), segmentation of chambers and apertures from
images of forams would provide powerful features for auto-
matic species identification. Foram segmentation can also
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assist in morphological studies of foramnifera shells (Corliss
1991; Boltovskoy et al. 1991) by eliminating the need for
manual selection and measurement. We make use of edge
detection as the mechanisms for achieving morphological
segmentation.

Edge detection is a crucial low-level operation in com-
puter vision and it is commonly used as a pre-processing
step for image segmentation (Chen et al. 2015; Kirillov et al.
2016), object detection (Ferrari et al. 2008;Zitnick andDollar
2014) and object tracking (Zhu et al. 2015; Choi and Chris-
tensen 2012). Data driven edge detection approaches were
first proposed by Dollár et al. (2006) using a Probabilistic
Boosting Tree to classify edge/non-edge pixels by extracting
edge features from a small neighborhood around each pixel.
Since then, learning-based edge detection has been exten-
sively studied and its performance has improved through
better features (Lim et al. 2013; Iandola et al. 2014), more
sophisticated training strategies (Liu and Lew 2016), more
advanced classifiers (Dollár andZitnick2015) andmorepow-
erful network deep neural network architectures (Xie and
Tu 2017). In spite of the great success in pixel level perfor-
mance, these strategies are not suitable in applications such
as edge-based image segmentation where local topology and
connectivity information is essential. Standard pixel-based
metrics greatly penalize small shifts/deformations in edge
maps and do not differentiate them from topological error in
the edge maps (e.g., gaps or extra edges) that are essential
for morphological characterization of our specimen. Hence,
there is a need to develop ways to detect and localize topo-
logical error in a segmentation and develop mechanisms for
enforcing deep neural networks to correct them.

In this article, we introduce a newmethodology for image
segmentation, which makes use of localized topological cri-
teria to enhance data-driven approaches to edge detection,
and apply it to morphological segmentation of forams. The
scientific contributions in this paper include: (1) the develop-
ment of aLocalizedTopology-Aware (LTA)detector of errors
in segmentation results which is invariant to small deforma-
tions; (2) the integration of the detector in the training and
design of data-driven approaches for edge detection; and (3)
the validation of our approach on an existing foram dataset
(Zhong et al. 2017; Ge et al. 2017). The LTA error detec-
tion makes use of invariances captured by localized relative
homology conditions. Two strategies are considered for the
integration of this approach with data-driven techniques, as
shown in Fig. 1. The first strategy (TA-Loss) biases a pixel-
based loss function to focus on the patches which violate our
topological conditions. The second approach (TA-Correct)
proposed a network structure that predicts the detection of
topological errors and uses a generative model to fix those
locations. Besides demonstrating the improvement of our
approach with these strategies using standard metrics, we
also evaluate the performance of our approach by having an

expert and two novices evaluate the quality of each segmen-
tation and rank the results based on their overall quality. The
proposed methodologies show significant improvement over
the baseline approach when considering region-based and
topology-based metrics. Human rankings of our results also
supports these findings.

The remainder of this paper is organized as follows:
Sect. 2 gives an overview of the related work; Sect. 3 intro-
duces our novel Localized Topology-Aware (LTA) Error
Detection approach and two Topology-Aware edge detection
strategies (TA-Loss and TA-Correct); experiments as well as
the analysis of the results are discussed in Sect. 4; and Sect.
5 summarizes our contributions and the future work.

2 Related work

2.1 Data-driven edge detection

Lots of studies have been carried out the past 50 years in edge
detection, contour prediction and edge-based segmentation.
Specifically, with the recent success of deep neural networks
(DNN) in computer vision, numerous DNN-based methods
have been proposed (Bertasius et al. 2015; Liu et al. 2019;
Xie and Tu 2017; Xu et al. 2017; Zhu et al. 2018), signif-
icantly pushing the field forward. HED (Xie and Tu 2017),
for instance, achieves the state-of-the-art image-to-image
edge detection performance via a novel holistically-nested
architecture. Liu et al. (2019) fully exploit and utilize the
multiscale and multilevel features from pre-trained convolu-
tional networks to further improve the performance.

However, most methods still rely on pixel-level losses,
failing to encode high-level geometry and topology informa-
tion. Several studies have explored incorporating geometric
errors into the loss (BenTaieb and Hamarneh 2016; Rojas-
Moraleda et al. 2017; Qu et al. 2018; Mosinska et al. 2018).
For example, StripNet (Qu et al. 2018) segments long and
continuous strip patterns by first considering the segmen-
tation as a boundary-regression problem, then applying the
topological constraints on the predicted boundaries. Also,
Mosinska et al. (2018) propose a topology-aware loss to
implicitly impose the topological constraints on edges by
minimizing the distance of high-level features between the
prediction and the ground truth labeling.

2.2 Class imbalance in dense prediction

Prediction tasks such as edge detection and object detec-
tion always face class imbalance during training as only a
small part of training samples are positive. Class-balanced
cross-entropy loss function proposed in Xie and Tu (2017)
and class-balanced sampling discussed inBansal et al. (2017)
are commonly used in edge detection tasks. For object detec-
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Fig. 1 Overview of the proposed pipeline. a Examples of foram images
of different species and their corresponding morphological segmenta-
tion. The red region corresponds to the aperture, and the other regions
are the chambers. We pose this as an edge detection problem for which
we compare a baseline approach against approaches that focus on local
topological errors in the output. Our first strategy (TA-Loss) for improv-

ing segmentationbiases a traditional pixel-based loss to focus onpatches
with topological errors. b Our second strategy (TA-Correct) trains a
network to detect local errors in a segmentation by using our Localized
Topology-Aware (LTA) detection as ground truth, and corrects the errors
using a generative model over the small patch (color figure online)

tion tasks, hard example mining is used to select the hardest
negative samples for class-balanced training (Shrivastava
et al. 2016; Girshick 2015). Besides class-balanced sampling
approaches, focal loss which is proposed in Lin et al. (2017)
adds a factor to the cross-entropy loss to make the training
focusmore on hardmisclassified samples.OurTA-Loss strat-
egy is similar to class-balanced cross-entropy loss and focal
loss in weighting the loss for different pixels. However, the
proposed approach puts higher weights on pixels causing the
topology difference, thus the model focuses on preserving
the topological structure created by the edges.

2.3 Homology-based approaches

In Letscher and Fritts (2007), edge directed topology is used
to define regions of an image from theoutput of an edgedetec-
tion algorithm. Regions with similar features are merged, in
ascending order of the disc size needed to create the region
(i.e. α-complex), to produce the final segmentation. In Beksi
and Papanikolopoulos (2016), a region growing approach
is proposed for 3D region segmentation through persistent
homology analysis of point cloud data. In Hu et al. (2019), a
continuous-valued loss function is proposed to preserve the
topological structure of a segmentation by forcing both, the
result segmentation and the ground truth, to have the same
Betti number. In Clough et al. (2019), a topological pixel-
wise gradient is computed by identifying pixels which affect
the persistence of desired topological features to incorporate
topological prior knowledge into the MRI images segmen-

tation. Our methodology for LTA Error Detection in the
segmentation builds on a framework developed for occlusion
detection (Lobaton et al. 2010) and image feature matching
(Lobaton et al. 2011) using topological invariants. A local-
ized homology-based metric was also proposed in Ahmed
et al. (2014) for comparison of roadmap reconstructions,
which has a methodology similar to our approach. However,
this metric does not accommodate for local deformations.

3 Methodology

As discussed in Sect. 1, a Topology-Aware edge detection
network can be trained by paying close attention to locations
causing topological errors in the segmentation. We accom-
plish this by proposing the Localized Topology Aware (LTA)
ErrorDetector (Sect. 3.1) and by incorporating this technique
into two strategies (Sects. 3.2, 3.3) for enhancing the edge
detection.

The need for the LTA Error Detector is illustrated in
Fig. 2. As previously discussed, data-driven approaches for
edge segmentation often rely onpixel-based losses.As shown
in Fig. 2b, inwhich two edgemaps are compared, these losses
greatly penalize small shifts/deformations in edge maps as
shown in the left plot, and do not differentiate them from
errors (such as gaps) in the edge maps that are more essential
for segmentation. In this case, theLTAErrorDetection (right-
most plot in Fig. 2b) shows the desired type of detection that
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Fig. 2 Localized Topology-Aware (LTA) Error Detection applied
to Foram segmentation. a Illustration of the segmentation output.
Groundtruth labels (bottom-left) and sample segmentation output
(bottom-right) are shown. b Comparing pixel-based difference and
topological detection for sample output in a. Metrics such as cross-
entry, are based on image difference (left) which can highlight areas
were edgesmap are justmisaligned. The proposed LTAdetection (right)

ignores small deformations and highlights locations where the local
topological structure does not match. c Illustration of topological con-
ditions. On the (left), neighborhoods in which the localized topological
conditions on the local complement sets Ēr are satisfied even though a
small perturbation is present. On the (right), a case in which the condi-
tions are not satisfied due to a missing edge

would enable data-driven approaches to automatically focus
on these errors.

3.1 Localized Topology-Aware (LTA) Error Detection

Tools from topological data analysis (TDA) (Edelsbrun-
ner et al. 2000) including persistence diagram (Zomorodian
and Carlsson 2005) and persistence landscape (Bubenik
2015) have previously been used as topological features
of a set of points in a space. Both of these approaches
provide robust global topological descriptors by summa-
rizing the filtration, a sequence of topological features at
different scales, of point clouds. However, for dense predic-
tion applications such as edge detection, local descriptors
are more desired. Although the persistence diagram and
persistence landscape can be locally applied to a small
neighborhood around each pixel in the image, high time
complexity makes utilizing these methods prohibitively
expensive. As such, we propose a novel topology-based
detector to locally indicate the difference between two sets
of edges which is invariant to bounded deformations. This
methodology builds on a framework developed for occlu-
sion detection (Lobaton et al. 2010) and image feature
matching (Lobaton et al. 2011) using topological invari-
ants.

First, we define the edge map functions Ik : �k → {0, 1},
where �k ⊂ R

2 and a value of 1 indicates the presence of
an edge. We consider k ∈ {1, 2} when comparing a ground

truth edge map against a generated edge map. The order of
the edge maps is not relevant since the detector will make
use of symmetric topological conditions between both maps.

Definition 1 Two maps match if

I2(x) = I1 ◦ g(x) (1)

for some deformation g : �2 → �1 with ||g(x) − g(x ′)|| ≤
Kd ||x − x ′||, where Kd is a Lipschitz deformation bound.

Our objective is to identify any locations in which two
edge maps fail to match. In this case, we interpret failing
to match as not being able to find any deformations that
locally match the structure of the edge maps. Our approach
will verify a number of conditions based on local topologi-
cal invariants that should be satisfied if a local deformation
exists, and flag as violating locations those that do not satisfy
these invariants.

In order to define the topological invariants, let us begin by
defining Ek = {x ∈ �k | I (x) = 1} as the edge set, Br (x) ={
x ′ ∈ R

2 | ||x − x ′||2 < r2
}
as the ball of radius r centered

at x , Ek,r (x) = Ek ∩ Br (x) as the local edge set, and its local
complement as Ēk,r (x) = Ec

k ∩ Br (x). We can check that if
two edge maps match given a deformation g then

E1,r−Kd (x) ⊂ g
(
E2,r (x)

) ⊂ E1,r+Kd (x). (2)

This follows from Br−Kd (x) ⊂ g (B(x)) ⊂ Br+Kd (x)which
is a consequence of having Kd as the Lipschitz bound of
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g. Let us further define the count α(S) of connected com-
ponents over a set S, and the relative count α(S−, S+) for
S− ⊂ S+. The relative count corresponds to the number
of connected components in S− after those that belong to
the same connected components in S+ are identified. This is
essential computing relative homology. Then, we have that:

Lemma 1 Given two edge maps, I1 and I2, that match under
a local deformation bounded by Kd then for any r > Kd the
following condition is satisfied:

α
(
E1,r−Kd (x), E1,r+Kd (x)

) ≤ α
(
E2,r (x)

)
. (3)

Proof Let L(S) be the set of connected components over a
set S, and L(S−, S+) be the set of connected components
in S− after they have been identified using the connected
components in S+. We let S := E2,r (x), S− := E1,r−Kd (x)
and S+ := E1,r+Kd (x). In order to prove the desired result,
we just need to define an injective mapping i : L(S−, S+) →
L(S). Let l ∈ L(S−, S+), then we know that l was formed
from connected components in S−; hence by Eq. 2, we have
that these sets are all included in g(S). This gives a candidate
set of connected components in S that can be associated with
l. We assigned any of them to l as part of our definition of
i . Note that any component in g(S) is included in a single
component in S+ (by Eq. 2). Since the list of components
in g(S) that were candidates for l as part of our definition
of i were selected from components in S− that are included
in a single component in S+, then these candidates are not
candidates for an element l ′ ∈ L(S−, S+) for which l ′ 	= l
because they are associatedwith a different component in S+.
This shows that our mapping is one-to-one and concludes the
proof. 
�

Note that this condition does not rely on g anymore, and
it is purely a topology constraint over a local neighborhood.
Building on this condition and definition below, we can have
the result in Theorem 1.

Definition 2 Given two edge maps I1 and I2, we define an
indicator map �r (x |I1, I2, Kd) at scale r and bound Kd as
a binary map that has value 1 at location x if the following
conditions are not satisfied

α
(
E1,r−Kd (x), E1,r+Kd (x)

) ≤ α
(
E2,r (x)

)

α
(
E2,r−Kd (x), E2,r+Kd (x)

) ≤ α
(
E1,r (x)

)

α
(
Ē1,r−Kd (x), Ē1,r+Kd (x)

) ≤ α
(
Ē2,r (x)

)

α
(
Ē2,r−Kd (x), Ē2,r+Kd (x)

) ≤ α
(
Ē1,r (x)

)
(4)

Theorem 1 Two edge maps I1 and I2 cannot be matched
under a local deformation bounded by Kd if the indicator
map �r (x |I1, I2, Kd) is not an all zero map.

Proof If there exists a deformation gwith Lipschitz deforma-
tion bound as defined in Eq. 1, then the first condition in Eq.

4 would need to be satisfied by the previous lemma. Since the
deformation is also a deformation for the map Īk = 1 − Ik ,
then the third condition must also be true. Finally, since g−1

is also a deformation between �1 → �2 with the same Lip-
schitz constant, the second and fourth conditions must also
hold. If any of these conditions are violated at any point, then
such deformation does not exist, and as such, the edge maps
cannot be matched. 
�

Figure 2c illustrates how the topological conditions are
satisfied for small deformation and not for topological viola-
tions together with the corresponding indicator mask in Fig.
2b. The indicator �r helps identify locations in which the
neighborhood Br (x) could not match between the two edge
maps. Hence, we define our LTA Error Detection as

DLT A(I1, I2; Kd) = {x | �r (x |I1, I2, Kd) = 1} ⊕ Br , (5)

where A ⊕ Br = ∪a∈ABr (a) is the dilation of set A by Br .
We will make use of the area of this mask as a measure of
how well the two masks match. Alternatively, we could also
compute the indicator over a range of Kd , [Kmin, Kmax ], and
then assign to each location x a value corresponding to the
smallest K ′ such that �r (x |I1, I2, K ) = 0 for all K > K ′
in the range. If no value of K ′ is found then it means that no
match can be found over the range of deformations. If a value
of K ′ is found then it means that any smaller value of K has
no deformation which makes the edge maps topologically
equivalent. This new function can also be used to specify
other performance metrics for comparing edge maps. Figure
6 shows some of the LTA detection when comparing manual
and estimated segmentation.

As an implementation note, thick edge maps may include
single pixel or a few pixels within the edges that are marked
as non-edges, which would be counted on the lower bounds
associated with Ēk,r in Eq. 4. These artifacts are mainly due
to the application of a threshold on the edge probabilities out-
put by the prediction network in order to get an edge map,
as such we do not consider them as actual errors. In order
to remove these artifacts, we erode by a single-pixel the sets
Ē1,r−Kd (x) and Ē2,r−Kd (x). Similarly, in order to handle
narrowedgeswhich (after sampling) can lead to disconnected
edges maps with segments that may be one pixel apart from
each other, we dilate the sets E1,r+Kd (x) and E2,r+Kd (x).
These modifications do not affect the validity of the topo-
logical conditions, and provide a more robust detection by
directly handling sampling issues.

3.2 Strategy I: Topology-Aware Edge Loss (TA-Loss)

In this section, we describe how the LTA detection can be
used to bias a pixel-based loss in order to further refine
patches with topological errors. For simplicity, we consider
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the loss for a single pair of edge maps (groundtruth Ig and
prediction Ip). We model the prediction as an edge detec-
tion network of the form Ip(x) = fW (x) ∈ [0, 1], where
W represents the set of network parameters. We use all the
edge pixels as positive samples and uniformly sample the
same number of non-edge pixels as negative samples. The
pixel-level loss is defined as

C0(x;W ) = − Ig(x) · log(Ip(x))
− (1 − Ig(x)) · log(1 − Ip(x)). (6)

We also tried the class-balanced cross entropy loss and
found equally sampling provided better performance. The
LTA error detection between Ig and Ip > τ for some
threshold τ does not directly specify which pixels cause the
topological conditions to be violated, but instead specifies a
neighborhood containing these points. Hence, we use it as as
a criterion of hard example mining during the training phase.
That is, we put more weights on pixels with non-zero val-
ues in the LTA detection. Hence, the Topology-Aware Loss
(TA-Loss) is defined as

CT A(x;W ) =
{

γC0(x;W ) if x ∈ DLT A

C0(x;W ) otherwise,
(7)

where γ ≥ 1 is a hyper parameter to adjust the influence of
the topological metric. When γ = 1, the TA-Loss is equiva-
lent to the original cross entropy loss. The TA-Loss strategy
corresponds to using the loss above for refining an edge-
detection network.

3.3 Strategy II: TA Edge Correction (TA-Correct)

In Sect. 3.2, the LTA detections are used for re-weighting
the cross-entropy loss during training to force the network
to pay more attention to errors causing topological differ-
ences between the predicted edge map and groundtruth. This
approach is able to provide better performance on patch and
topology metrics as shown in the experiment section. How-
ever, the training speed is around 4 times slower than the
original cross entropy loss due to the computation of the
LTA detections for each edge map at every training step.
However, given a predicted edge map, we want to only refine
the patches with edge gaps and keep the rest of patches the
same. Thus, an attention mechanism can be used. That is,
attention patches (patches containing detection errors) are
first extracted, then fed into an edge generation network to
be corrected and finally mapped back to the original edge
map. In our early stage experiments, we tried to learn the
attention patches in an unsupervised manner similar to Mnih
et al. (2014). However, we found it is difficult to train a net-
work to find the error patches without supervision. Since the

LTA detection is able to indicate the patches with topolog-
ical difference between two edge maps, we can make use
of it to annotate those patches on predicted edge maps and
then train an object detection network to learn to extract the
patches potentially containing errors. Figure 1b illustrates the
pipeline of this approach. First, patches with possible topo-
logical errors are identified (Sect. 3.3.1). Then each patch is
re-scaled to a fixed size and is corrected (Sect. 3.3.2). Finally,
the patches are mapped back to the original edge map and
the entire edge map is smoothed by an edge smooth module.

3.3.1 Localized error prediction

In our experiments, an object detection network is used to
predict patches containing topological errors on estimated
binary edge maps. To create a training set for the gap
patch detection, a set of estimated edge probability maps
is generated by an edge detection network trained through
the original cross entropy loss, and binary edge images
are obtained by applying several different threshold values.
Then, the LTA error detection are computed on the binary
images to compare against the groundtruth images. Finally,
bounding boxes are drawn to contain each connected compo-
nent on the LTA detection as annotations to train the object
detection network. To make sure the generative model could
get enough clues for correcting the patch, the bounding boxes
are enlarged to include some parts of edges as well. Figure
3a shows examples of labeled binary edge maps.

The object detection network YOLOv3 (Redmon and
Farhadi 2018) was trained using this detection set to learn
to extract patches with topological errors from the predicted
edge maps. YOLOv3 is chosen in our experiment because it
is fast and the accuracy of bounding boxes in our task is not
as important as object detection tasks. Figure 3b shows the
detection results on the test dataset. Finally, these bounding
boxes are used to crop the binary edge maps, which are then
re-scaled to a fixed size and used as input for the next step.

3.3.2 Patch correction using a generative model

In order to better match the standard notation of Conditional
Variational Autoencoeders (CVAE) (Sohn et al. 2015), which
is the type of generative model selected for patch correction,
we define x as the input binary edge map (i.e., the output of
the edge detection network) and y as the groundtruth edge
annotation. Let us first motivate the need for such a genera-
tive model. A simple alternative for correcting patches is to
train a fully convolutional neural network through the cross
entropy loss. Through this approach, the probability of an
edge pixel at location (i, j) (i.e., y(i, j) = 1) given its neigh-
borhoodpatch Nx(i, j) ismodeledby aBernoulli distribution
conditional on Nx(i, j), which is equal to the conditional
expectation of the random variable y(i, j). That is, the prob-
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Fig. 3 Localized Topological Error Prediction. a Illustration of LTA
detection used to extract bounding box used as an annotation for
YOLOv3. b Examples of detection results on the training set. We can
see that the first detection matches the training point shown in a. c
Example of detection results on the testing set

ability we want to estimate is p(y(i, j) = 1|Nx(i, j)) =
E

[
y(i, j)|Nx(i, j)

]
. The expectation is empirically approxi-

mated by averaging over the training set. As there are may be
multiple possible correct instances of the edge map (e.g., due
to small shifts of the edge maps when soft edges are present),
the predicted edges can be blurred by averaging these multi-
ple possible outcomes.Whenattempting to recover the binary
edges by applying a threshold on this likelihood, we could
end up with missing edge sections due to the spreading of
the likelihood. This blurring effect is an artifact that is also
observed in other work (e.g.,Walker et al. 2016). However, in
our task, we only care about getting an appropriate instance
of the gap filling. That is, during testing, we only need the
model to predict one representative outcome. Then, a model
which is able to perform probabilistic inference is more suit-
able for our task. Thus, a CVAE (Sohn et al. 2015) model is
used.

Variational Autoencoders (VAE) (Kingma and Welling
2013) are generative models built from directed graphical
models. In our case, each edge map y is assumed to be gen-
erated by a random process with parameters θ and latent
variable z. Thus the aim of the VAE is to learn two distri-
butions: the prior distribution of the latent variables pθ (z)

and the conditional distribution pθ (y|z). If no simplifying
assumptions about the marginal or posterior probabilities are
made, this results in an intractable posterior pθ (z|y). Due to
the intractability of the distribution, an approximation of the
posterior is learned instead. The posterior approximation is
known as the encoder and represented as qφ(z|y), which has
parametersφ. Similarly, the conditional distribution, pθ (y|z),
is known as the decoder.

Similar to the VAE, the Conditional Variational Autoen-
coder (CVAE) (Sohn et al. 2015) aims to learn the parameters
for the posterior approximation of a conditional distri-
bution, but includes a conditional input variable x such
that the prior distribution of the latent variable is mod-
eled by pθ (z|x). In this context, Eqφ(z|x,y)[log pθ (y|x, z)] −
KL(qφ(z|x, y)||pθ (z|x))provides a lower bound for log pθ (y|x),
which is used as the loss function for optimization of the
CVAE. An empirical version of this bound obtained by sam-
pling zl ∼ qφ(z|x, y) is given by

L(x, y; θ, φ)

= 1

L

L∑

l=1

log pθ (y|x, zl) − KL(qφ(z|x, y)||pθ (z|x)), (8)

where L is the number of samples used to approximate the
expectation.

In our task, the CVAE is applied on each detected patch,
and the latent variable that generates the filled gap patch is
conditional on the input detected patch. A first estimate ŷ0
of the corrected image is obtained using a CNN. The output
patches of the CVAE are then re-scaled to the original reso-
lution and added element-wise back to ŷ0 in order to obtain a
new correction ŷ1. The final edgemap ŷ is obtained by apply-
ing a single convolutional layer (prediction layer) to smooth
the boundary of the patches. Figure 4 illustrates this process.

During training, the loss is computed on each detected
patch as well as the entire edge map. Let N be the number of
detected patches on one edge map, and rnx and rny be the nth
input patch and label patch. Then, we define our loss function
as

LCV AE (x, y; θ, φ) = ν1

L

L∑

l=1

log pθ (y|x, zl)

+ η1

N∑

n=1

LPatch

(
rnx , r

n
y; θ, φ

)
, (9)

where

LPatch

(
rnx , r

n
y; θ, φ

)
= 1

L

L∑

l=1

log pθ

(
rny |rnx , znl

)
+

− KL
(
qφ

(
zn|rnx , rny

)
||pθ

(
zn|rnx

))
,

(10)
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zl is the set of znl , and η1 and ν1 are hyper-parameters to
weight the importance of the patch loss and entire edge map
loss. We choose qφ(zi |rix , riy) and pθ (zi |rix ) to be Gaussian,
and pθ (riy |rix , zil ) and pθ (y|x, zl) to be Bernoulli distribu-
tions.

As discussed in Sohn et al. (2015), during training, both
input and label images are used to draw sample z while
only the input image is used during testing, which intro-
duces a gap between training and testing pipeline. In order
to narrow the gap, the network is also trained by setting
qφ(zn|rnx , rny) = pθ (zn|rnx ) to make the training and testing
pipelines be consistent. Then similar to Sohn et al. (2015), the
correspondingGaussian StochasticNeuralNetwork (GSNN)
loss function can be written as

LGSNN (x, y; θ, φ) = 1

L

L∑

l=1

(

η2

N∑

n=1

log pθ

(
rny |rnx , znl

)

+ν2 log pθ (y|x, zl)) , (11)

where η2 and ν2 are hyper-parameters to weight the impor-
tance of the patch loss and entire edge map loss.

Thus, the total loss of the generative model for correcting
the patches can be written as

L = ρLCV AE + (1 − ρ)LGSNN , (12)

where ρ is a hyper-parameter to balance the two losses.
During testing, the latent variable zn for nth detected

patch is drawn from the prior distribution pθ (zn|rnx ) through
the prior network. The output patch is generated from the
conditional distribution pθ (rny |rnx , zn) through the generation
network and added to the estimate y0 (output by a CNN).
The final output edge map is then smoothed by the predic-
tion layer. The training and testing process are summarized
in Fig. 4. As suggested in Sohn et al. (2015), to improve the
performance, the prior network also takes the initial guess
r̂y obtained by the CNN and prediction layer as input. Also
note that both prediction layers in Fig. 4 share parameters.

4 Experiments

In this section, we first evaluate our LTA detection using
other topology metrics proposed in Wegner et al. (2013) on
a synthetic dataset for which we have control over the errors
introduced. Then, we evaluate the impact of our Topology-
Aware strategies on a real foram segmentation dataset.

Fig. 4 Training and testing process of CVAE. Solid arrows are shared
in both training and testing process, while dash arrows are only used
during training. a Patches are detected on the input binary edge map
x and also extracted from the label y. The initial guess r̂y is obtained
from rx through theCNNand prediction layer. The initial estimate of the
edge map ŷ0 (normalized for illustration purpose) is obtained from the
input x. b The latent variable z is drawn from the recognition network
or prior network, depending on which path is used. cOutput patches are
generated through the generation network and added element-wisely to
ŷ0 in order to get ŷ1. d The final prediction is smoothed by a prediction
layer

4.1 Dataset

4.1.1 NCSU-CUB Foram (AROS 2020)

This dataset is used for visual foram species identification
(Ge et al. 2017; Zhong et al. 2017). Images of each sample are
taken under 16 different lighting directions via a microscope.
It contains 514 manually segmented images which separate
chambers and apertures of each sample. This dataset contains
soft and hard edges, similar adjacent regions and non-closed
edges, which makes edge detection non-trivial and is suit-
able for evaluating the performance of edge closing. In our
experiment, the images are rescaled to 128 × 128 to reduce
the computational complexity while keeping enough edge
information. Among all the labeled samples, 322 samples
are used for training and the remaining 192 samples are used
for testing. Examples are shown in Fig. 1a.

4.1.2 Synthetic dataset

This dataset is inspired by the dataset above and it is designed
for the study of iterative edge detection refinement. First, a
3D object with three to six intersecting ellipsoids (each of a
different color) is randomly generated. Then, the ground truth
image is created by taking a snapshot from a random view-
point and extracting the edges of the ellipsoids. Due to the
different colors of the ellipsoids, edges can be easily obtained
by comparing the intensity of neighboring pixels. To mimic
the imperfect predicted edge probability map, small gaps are
randomly added to the inner edges, and each edge branch
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is randomly thickened or thinned and assigned a probability
value in a range of [0.2, 1.0]. The outer boundaries are not
modified since they are easy to detect in the NCSU-CUB
Foram dataset. Finally, images are rescaled to 128 × 128.
This dataset is designed to directly quantify the power of
the approaches to complete any missing local structure. The
source code to create this dataset is available inAROS (2020).
An example is shown in Fig. 7(left).

4.2 Analysis of LTA error detection

In this section, we first discuss how parameters r and Kd

affect the LTA detection. Then, we evaluate our approach
using the set of topologymetrics fromWegner et al. (2013) to
demonstrate its capability to quantify the topology difference
between two edge maps.

4.2.1 Effect of LTA parameters

As discussed above, the parameters r and Kd used for the
conditions in Eq. 4 are hyper-parameters of our approach.
Figure 5a illustrates the average area of the LTAdetection as a
function of Kd when fixing r from 5 to 15. These curves were
computed from the edge detection results of theNCSU-CUB
Foram testing set obtained by the Baseline approach (see
Sect. 4.3) with an edge threshold of 0.4, which provides the
best performance. As Kd controls the level of deformation,
more pixels get detected using smaller Kd . The area of the
detection increases as r increases, which makes sense since
larger neighborhoods are more likely to incorporate some
topological error. In order to analyze how r and Kd affect the
accuracy of the topological error detection, we alsomanually
labelled the pixels causing topological difference between the
predicted and ground truth edge map. We compute precision
and recall plots (see Fig. 5b) of theLTAdetectionwith respect
to the labeled mask by fixing r from 6 to 12 and varying Kd

from0 to r−1 for each r . Somemanually labeled samples are
shown in Fig. 6d. To make the manually labels comparable
to our LTA detection, the labeled regions are also dilated by
the corresponding r as discussed in Sect. 3.1.

Since larger values of r involve more computation and
less spatial accuracy, and there is a performance jump from
r = 8 to r = 9 based on Fig. 5b, the parameter pair r = 9
and Kd = 4 could be an optimal choice when considering
the trade off between speed and accuracy. However, in our
experiments, we pick r = 8 and Kd = 5 for both theTA-Loss
and YOLOv3 annotation. We observed that large r values,
such as 9, tend to merge two detection regions creating large
bounding boxes containingmultiple topological errorswhich
makes the patch correction step less likely to succeed since it
focuses on larger more complex regions [see Fig. 6(bottom
two lines)]. A Kd value of 4 (and smaller) detects some shifts
in the edge map [see Fig. 6(top two lines)].

Fig. 5 a Average area of LTA detection for fixed r as a function of
Kd in the foram dataset. b Precision–recall curve obtained by varying
Kd and for fixed r when compared to manual labels of errors. Red and
green points indicate r = 9 with Kd = 4 and r = 8 with Kd = 5,
respectively (color figure online)

Fig. 6 Pixel difference and LTA detection of estimated edge maps
obtained by the Baseline approach. Manual labels are dilated by r = 8.
(Top two rows) DLT A detection with Kd = 4 detects more regions
caused by edge shift. (Bottom two rows) DLT A detection with r = 9
merges two detected regions. More examples of DLT A detection results
with r = 8 and Kd = 5 can be found in the Supplement

4.2.2 LTA performance

In Fig. 6, we show pixel difference and LTA detection
regions for the estimated edge maps obtained by the Base-
line approach. A large part of the pixel differences result
from small shifts and width differences of edges. However,
the LTA detection results only highlight the regions causing
structural differences. In order to demonstrate that the pro-
posed methodology has the capacity to quantify the topology
difference between two edge maps, we compare our results
using a set of topological metrics proposed in Wegner et al.
(2013). Themetrics described inWegner et al. (2013) involve
the following three steps: (1) randomly sample two points
lying on edges existing in both edge maps; (2) find the short-
est path along the edge connecting the two points in each
edge map; and (3) compare the length of the path between
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Fig. 7 Sample of synthetic image dataset (left) including groundtruth
(top), edge probability maps with one gap (middle) and two gaps (bot-
tom). Comparison of LTA detection area (left y-axis) and PathError
(right y-axis) (right). Best viewed in color (color figure online)

the two edge maps. While sampling, we restrict our samples
to those for which the two sampled points are always con-
nected in the ground truth edge map. Then, a pair of points
is labelled as infeasible, if the two points are disconnected
in the predicted edge map. Additionally, if the difference of
path length is larger than 10% of the path on ground truth,
the pair is labelled as 2long2short, otherwise it is labelled
as correct. To summarize these three quantities into a single
value, we define PathError as

PathError = 2long2short + in f easible

correct + 2long2short + in f easible
,

(13)

which quantifies the portion of sampled point pairs with dif-
ferent shortest paths in the ground truth and the predicted
edge map.

To compare both types ofmetrics, we use a set of synthetic
image pairs with controlled topology differences. Each pair
of images consists of a ground truth image from theSynthetic
Image dataset and a corresponding gap image created by ran-
domly adding gaps on the blurred image of this dataset. The
topology difference are controlled by the number of gaps in
each image. That is, image pairs with more gaps have larger
topology difference. We create ten sets of synthetic pairs,
with the number of gaps ranging from 1 to 10—each set con-
tains 200 image pairs. The results of the PathError metric and
the area of the LTA detection averaged over 200 images on
each set are reported in Fig. 7. We use r = 6 and Kd = 2 for
this synthetic dataset. Both quantities consistently increase
as the number of gaps increases as expected, which demon-
strates that the proposed LTA detection is able to quantify
the topology difference between edge maps as well as the
PathError metric. Moreover, our local topology metric also
provides the pixel locations causing the topology difference,
which cannot be obtained from PathError.

4.3 Description of approaches and implementation
details

In this section, we first discuss the network architecture of
modules used in our edge detection experiments and then
provide the implementation details. We compare six differ-
ent approaches for edge detection. They include the Richer
Convolutional Features RCF (Liu et al. 2019), U-Net (Ron-
neberger et al. 2015), Linknet (Chaurasia and Culurciello
2017), and three approaches of a modified D-LinkNet archi-
tecture. We review the D-LinkNet architectures more closely
below. Each of RCF, U-Net and Linknet were modified
slightly to accommodate the NCSU-CUB Foram dataset.
The input to all of the models is a greyscale image. The
models were retrained on the dataset for a single channel as
most pretrained models used RGB and were trained on data
not similar our dataset. Due to the small size of the images
in the dataset, modifications are made for the architecture of
RCF and the input image to U-Net. For RCF, the coarsest
edge features from stage 5 were removed from the model.
For U-Net, each image was padded with zeros to produce an
image of 316 × 316 so that the output matched our original
128 × 128 size as closely as possible.

The next three models are all built around the D-LinkNet
(Zhou et al. 2018) edge detection model, which is originally
designed for road extraction. This model has an encoder-
decoder architecture with skip connections and also a center
dilation part in between. It has the advantage of extracting
narrow and long span of regions in the image. The detailed
architecture can be found in the Supplement.We use the same
architecture as described in Zhou et al. (2018). However,
we do not use the ImageNet (Deng et al. 2009) pre-trained
model to initialize the encoder because our images are far
different from natural images. Instead, we train the network
from scratch.

In order to improve our edge detection performance,
we adopt an iterative refinement approach (Mosinska et al.
2018). Instead of obtaining the predicted edge map through a
single step, the output edge probability map is again used as
the input of an additional edge detection model. This also
makes the comparison between the approaches more fair
since the TA-Correct approach is a refinement procedure by
design. The first step of the Baseline and TA-Loss models
consist of D-LinkNet models with the standard crossentropy
loss (Eq. 6). The second step of the Baseline is also a D-
LinkNet model with standard crossentropy, while for the
TA-Losswe use the D-LinkNet with the weighted loss in Eq.
7 with γ = 3. We did not observe any additional improve-
ment for γ > 3. For both approaches, the models are trained
end-to-end by adding the loss of each step with weights of 1
and 3 for the first and second steps, respectively.

For the TA-Correct approach, each step is trained sep-
arately. The first step consists of a D-LinkNet model with
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the standard crossentropy loss. The second step used the
YOLOv3 and CVAE modules as described in Sect. 3.3. The
patch losses are set to η1 = η2 = 5 and the entire edge map
losses are set to ν1 = ν2 = 1 in Eqs. 9 and 11. The weight
ρ in Eq. 12 is set to be 0.5. The object detection network
YOLOv3 used in our experiments is implemented based on
the original technique report (Redmon and Farhadi 2018),
except that the bounding boxes are only predicted on two
scales of feature maps and multi-scale training is not used,
as we do not expect too large or too small gap regions. The
CVAE is implemented based on the original paper (Sohn
et al. 2015) to generate patches with filled edges. The CNN
is implemented as an encoder-decoder structure, and the pre-
diction layer is implemented as a single convolutional layer
with a filter size 3×3. The detailed architecture can be found
in the Supplement.

The scale to compute the LTAError Detection for both the
TA-Loss and YOLOv3 annotation (in the TA-Correct strat-
egy) is set to be r = 8 and Kd = 5 as explained in Sect. 4.2.1.
The local topological metric computation is implemented in
C++ and other modules are implemented in Python using the
TensorFlow framework (Abadi et al. 2015). The source code
is available in AROS (2020). All the models are trained by
Adam optimizer (Kingma and Ba 2014) with β1 = 0.9 and
β2 = 0.999. The batch size is 2 for all models. The Baseline,
TA-Loss and the first step of TA-Correct are trained end-
to-end for 300 epochs with an initial learning rate of 0.001,
which is then divided by 10 for every 100 epochs. The refine-
ment step of TA-Correct are trained for 60 epochs with a
learning rate 0.001.

4.4 Evaluationmetrics

We use three types of metrics (pixel-based, region-based and
topology-based) to quantitatively evaluate the edge detection
results.

4.4.1 Pixel-basedmetrics

The standard F1 score is sensitive to small shifts of the
edges while the edges still maintain the topological structure.
Therefore, we also use the correctness and completeness pro-
posed inWiedemann et al. (1998) as the relaxed precision and
recall, and use quality (Wiedemann et al. 1998) to summarize
them. The true positives are determined by the predicted and
target edge pixels within a certain threshold distance, which
makes it less sensitive to small shifts. In our experiments, we
use a threshold distance of 5 pixels. See Wiedemann et al.
(1998) for more details.

4.4.2 Region-basedmetrics

We use the region-level metrics to indicate the performance
of the topological structure preservation. A binary edge map
is first obtained by thresholding the edge probability map.
Then, a closing operation using a disk with a radius of 2
pixels is used to refine the edgemap. Finally the segmentation
is obtained by extracting regions based on the skeleton of
the edges. To evaluate the segmentation performance, the
unweighted Intersection over Union (IoU) (Arbelaez et al.
2011) is adopted. We also use the region recall (Ge et al.
2017) to further evaluate howwell the edge closure performs.
This metric quantifies the percentage of the target regions
detected in the predicted segmentation and a target region is
marked as detected if there exists a predicted region with IoU
greater than a threshold. In our experiment, the region recall
thresholds 0.5 and 0.7 are used for evaluation.

4.4.3 Topology-based metrics

To directly evaluate the topology preserving performance,
the PathError metrics (correct, infeasible and 2long2short)
introduced in Sect. 4.2.2 are used, and 300 paths are sampled
per image for convergence of the evaluation results.

4.5 Performance on Foram images

Examples of the resulting predictions from the test set of the
three approaches are shown in Fig. 8. Overall, the results of
TA-Correct are closest to the ground truth labeling. It pro-
vides more closed edges as well as the clearest edge maps
(see the windows w1, w2, w3 and w5 in Fig. 8). Compared
with the Baseline, the TA-Loss has more closed edges and
sometimes successfully detects additional soft edges on the
original images (Fig. 8 w4 and w5) which may be consid-
ered correct.However, TA-Loss provides the blurriest results,
which is due to the regularization effect of applying the LTA
detection during training.

The quantitative evaluation results are summarized in
Table 1. The edge thresholds were set to 0.9 for Linknet,
RCF, and U-Net and to 0.4, 0.5 and 0.6 for Baseline,
TA-Loss and TA-Correct, respectively. These values were
selected to get the best result for each method respectively.
The proposed TA-Loss outperforms Baseline for most of
the region and topology metrics. The proposed TA-Correct
achieved the best performance for most of the metrics. It is
noted that the baseline outperforms our approaches in some
of the edge-based metrics, which is expected since the loss
function is edge-based. We also want to point out that U-
Net performs comparably to TA-Correct across the edge
and region metrics but is significantly worse in the topology
metric. Where many of the networks fail to close edge gaps,
U-net provides more edges. The extra edges result in regions
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Fig. 8 Examples of resulting predictions. a Input image. b U-Net
output. c Baseline output. d TA-Loss output. e TA-Correct output.
f Groundtruth annotations. The red boxes highlight the regions the
proposed approaches obtain clearer and more closed edges than the
Baseline (color figure online)

being closed, but additional edges within the region exist that
do not create new regions as can be seen in Fig. 8. However,
as discussed in the introduction, region and topology-based
metric better capture the information that we care about for
the morphological analysis of forams.

There is one method in Table 1 which has not been men-
tioned thus far.We added a TA-Correct-CNNmethodwhich
replaces the CVAE in the TA-Correct method. Thus from
Fig. 4, we have removed parts (b) and (c) and replaced
them with a traditional CNN. By doing this, we show the
effectiveness of the CVAE in reconciling topological differ-
ences.While the CNNmay performwell pixel-wise, we have
reviewed the effect of a generative model in reducing the

Fig. 9 Aggregate ranking results of expert and novices. Each bar counts
how many times this method is ranked by the corresponding ranking
value. The ranking for each participant showed the same trend as the
aggregate

“blurring” of logits versus a CNN in Sect. 3.3.2. As such, we
hope to provide somemotivation for using generativemodels
for achieving such results.

To compare the quality of the networks with the top
topological performance (i.e., Baseline, TA-Loss and TA-
Correct), we had three researchers that perform studies with
forams (one expert and two student novices) rank the three
segmentation results for each of the 192 test images. Dur-
ing the ranking, each researcher was shown the image of
the foram and the groundtruth segmentation, and the results
of the three prediction methods in a random order for each
image. They were asked to rank the results with values 1
to 3, where a value of 1 indicates the method provided the
best segmentation. Ties were allowed, so there may be mul-

Table 1 Evaluation of the
methods used for refinement

Metric Linknet RCF U-Net Baseline TA-Loss TA-Correct TA-Correct-CNN

Edge

Correct. 0.9260 0.9310 0.9419 0.9437 0.9395 0.9533 0.9375

Complete. 0.9324 0.9367 0.9472 0.9494 0.9482 0.9493 0.9493

Quality 0.8693 0.8767 0.8965 0.8995 0.8951 0.9080 0.8928

Region

IoU 0.7403 0.7191 0.7499 0.7372 0.7372 0.7481 0.7480

W-IoU 0.8096 0.7692 0.8283 0.8021 0.8094 0.8130 0.8242

Recall (0.5) 0.7512 0.7114 0.8007 0.7682 0.7832 0.8107 0.8161

Recall (0.7) 0.6412 0.5749 0.6904 0.6460 0.6692 0.7027 0.7057

Topology

Correct 79.67 72.79 83.10 86.24 87.43 88.29 79.39

Infeasible 1.26 3.53 0.39 0.18 0.17 0.09 0.01

LongShort 19.07 23.68 16.51 13.59 12.40 11.62 20.52

Correct., Complete. and LongShort denote the metrics Correctness, Completeness and 2Long2Short men-
tioned in Sect. 4.4. The bold numbers indicate the method with the best performance for each metric with
italics indicating second best scores
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tiple rank 1 or 2 segmentation approaches for a single image.
Figure 9 shows the aggregate counts of ranking values for
all the researcher. The trends for each individual were sim-
ilar. The TA-Correct has the most results ranked as 1 and
the least results ranked as 3. The TA-Loss has more results
ranked as 1 than theBaseline, but has about the same number
of results ranked as 3, which indicates that the performance
improvement of TA-Loss is less consistent thanTA-Correct.
More concretely, TA-Losswas ranked as high or higher than
Baseline 67% of the time. TA-Correct was ranked as high
or higher than TA-Loss 72% of the time. TA-Correct was
ranked as high or higher than Baseline 90% of the time.

5 Conclusion and future work

We developed a detector of localized errors in edge maps
based on localized homology conditions, and employ it to
develop strategies that enforce preservation of topological
structure in edge prediction models. The proposed strategies
(TA-Loss and TA-Correct) showed significant improvement
on the morphological segmentation of forams from the
NCSU-CUBForam dataset.We demonstrated improvement
in region-based and topology-based metrics as well as deter-
mining that an expert and two novices consistently rank the
segmentation by our approaches better than the baseline. Our
experiments demonstrated that our refinement methodology
for TA-Correct, in which a error detector and a region cor-
rection networks are added, does identify issues in the edge
map and enhances the results.

In the future, we plan to enhance the LTA detection by
considering a range of Kd values in order to provide a
more gradual weighting of the loss. This will require devel-
oping more computationally-efficient algorithms that could
make use of hierarchical structure as well as topological per-
sistence. Also, we will explore techniques for end-to-end
training of the TA-Correct approach.
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